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Abstract
Acoustic emission (AE), a phenomenon of elastic waves released by localized fracture generation, has been extensively 
utilized as an effective tool for monitoring rock failure processes in many rock mechanics related fields. Within the framework 
of the combined finite-discrete element method (FDEM), we develop a new AE simulation technique based on moment 
tensor theory considering the clustering effect of microcracks. The technique first integrates forces around the AE source 
to obtain the moment tensor, and then estimates the AE magnitude associated with the acquired moment tensor. In addition 
to quantifying the seismic source mechanisms of the modeled AE events, the technique can also distinguish fracture types 
based on moment tensor decomposition approaches when an AE event contains multiple microcracks. The effectiveness 
of the newly developed approach for capturing the distribution of AE event magnitude is firstly verified by establishing a 
heterogeneous rock model under uniaxial compressive load. Then, we perform four typical tests to validate the effectiveness 
of the proposed approach for distinguishing the source mechanism of microcracks, and further revise the traditional criterion 
to better accommodate the discrimination of the full spectrum of AE source types. Furthermore, the fractures generated in 
the heterogeneous model demonstrate the capability of the moment tensor decomposition approach in distinguishing macro-
fracture types on laboratory scales. As an exemplar application, we also establish a numerical model to analyze the failure 
mechanism in a bridge region of two pre-existing flaws in a rock specimen through laboratory-scale uniaxial compression 
tests. The work may provide  a new means to analyze fracturing and failure in rocks and the associated seismic behaviors.

Highlights

• Moment tensor-based AE simulation approach is realized in FDEM for the first time.
• A clustering algorithm to integrate spatially and temporally connected microcracks is implemented.
• The effectiveness of the proposed approach for capturing AE event magnitude is verified.
• The proposed approach’s capability to distinguish macroscopic fracture types is validated.
• The traditional criterion is modified to better discriminate full-spectrum AE source types.
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1 Introduction

Acoustic emission (AE, or microseismicity on field scale) is 
a phenomenon of transient elastic wave radiation in brittle 
rocks when subjected to external loadings (Lockner 1993). 
The generation of AE is often accompanied by the rapid 
release of localized strain energy associated with irrevers-
ible local deformations or damages, such as cracks initiation 
and grain boundary slips. In the excavation of many rock 
engineering projects (e.g., tunnel, rock slope, and uncon-
ventional energy exploitation), AE has been widely used 
to monitor the characteristics of fracturing processes and 
failure patterns in rock masses, and can also provide early 
warnings for safe engineering constructions. Additionally, 
AE poses self-similar and scale-invariant statistics from the 
laboratory scale of rock fracturing to the crustal scale of tec-
tonic earthquakes (Hanks 1992). Therefore, investigating the 
spatial–temporal evolution and source mechanisms of AE 
events is crucial for predicting the failure mechanism of rock 
masses and even providing insights into the characteristics 
associated with seismic activities.

In laboratory studies, AE has been widely employed as 
an effective tool for evaluating rock failure and pinpointing 
fracture locations (Guo and Wong 2021; Tang et al. 2020; 
Wang et al. 2021b), which offers advantages of investigat-
ing damage processes without perturbing rock masses (Cai 
et al. 2007). The staged character of brittle fracturing is com-
monly obtained based on AE distributions with time, and the 
spatial evolution of AE can be analyzed by introducing the 
fractal theory to describe certain irregular phenomena and 
characterize the mechanical properties of rocks (Xie et al. 
2011). However, it is difficult to continuously capture the 
entire dynamic evolution process associated with the micro-
mechanical behaviors in rocks in laboratory experiments 
using AE techniques (Lei et al. 2004). Additionally, although 
promising results have been achieved in the location of AE 
events, precise positioning of AE sources occurred in rela-
tively small specimens remains challenging. Also, the source 
failure character cannot be completely obtained by AE moni-
toring due that the obtained signal may be easily perturbed 
by many factors such as material heterogeneity and natural 
fractures. Moreover, some AE events even possibly fail to 
be detected due to the limitation of monitoring equipment 
and the presence of background noises.

As a powerful complement to laboratory experiments, 
numerical simulations, owing to their rapidity, directness 
and convenience from the perspective of source mechanism 
interpretation, have been extensively employed to investi-
gate the temporal and spatial distribution of AE events in 

rock masses (Chong et al. 2017; Sun and Wu 2021; Zhang 
et al. 2020). Numerical methods can provide more detailed 
information on AE activities, such as local deformation, 
damage and fracture types, that are not directly available in 
physical experiment observations. Notably, the influence of 
every single parameter on the magnitude and spatial–tempo-
ral distribution of AE events can be effectively investigated 
in numerical simulations. Currently, the acquisition of AE 
information associated with the failure process of brittle 
rocks has been realized mainly based on three numerical 
approaches, i.e., finite element method (FEM), discrete ele-
ment method (DEM) and combined finite-discrete element 
method (FDEM).

The numerical simulation of AE is first implemented in 
FEM using the continuum-based damage model, in which 
the fracturing behaviors are characterized by degrading the 
corresponding material properties of finite elements (such 
as strength or stiffness). A typical realization of this is found 
in the commercial FEM software package—Rock Failure 
Process Analysis (RFPA) (Tang 1997). In this approach, 
each damaged element is deemed as an AE event induced by 
the dissipation of elastic strain energy. Similar to this, other 
damage models, such as the local degradation model (Fang 
and Harrison 2002), elastoplastic cellular automata model 
(Feng et al. 2006) and local scalar damage model (Amitrano 
et al. 1999), have been developed to simulate AE activities 
associated with fracture propagation and coalescence 
from the perspective of energy release. However, FEM 
has difficulty in explicitly simulating the dynamic process 
of fracture nucleation and propagation. In addition, since 
the progressive failure in FEM is characterized by a 
heterogeneous distribution of rock mechanical parameters 
(weak discontinuities) rather than the real separation of 
physical surfaces (strong discontinuities), the energy release 
associated with AE activities cannot be well estimated 
and monitored, which may reduce the accuracy of AE 
simulations in FEM.

Compared with FEM, the DEM proposed by Cundall and 
Strack (1979) can explicitly simulate rock fragmentation, 
with remarkable advantages in analyzing fracture propaga-
tion regulations from the perspective of meso-mechanics 
without considering complex constitutive relations (Ferguen 
et al. 2019; Jiang et al. 2020). In recent years, the commer-
cial PFC (Particle Flow Code) software developed based on 
DEM has broad applications in brittle rock related simula-
tions (Castro-Filgueira et al. 2020; Xu and Cao 2018; Zhang 
and Zhang 2017). In PFC, each breakage of particle bond 
is regarded as a microcrack, and the particle kinetic energy 
upon bond breakage can be directly monitored to obtain the 
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microseismic energy radiated from the source. Hazzard and 
Young (2000) proposed a solution to simulate AE events in 
rock masses in PFC2D (2D PFC) based on kinetic energy 
release after bond breakage. In their model, each AE event 
may contain one or multiple microcracks, and they are real-
ized by clustering bond breakages that occurred within a 
small spatial and temporal span, which makes the distribu-
tion of AE magnitude more realistic.

To further investigate the source mechanism of AE 
events, the moment tensor theory is also introduced in 
PFC according to the variation of contact force when 
bond breakage occurs (Hazzard and Young 2002). By 
decomposing the obtained moment tensor, the macroscopic 
fracture types (tensile or shear fractures) can be further 
distinguished (Zhang and Zhang 2017). In addition, the 
obtained moment tensor can provide supplementary 
information such as the geometric state of fractures (closed 
or open), which is not directly attainable from seismic wave 
data. However, since the rock matrix in PFC is represented 
by an assembly of rigid particles, its effectiveness in 
simulating the mechanical behaviors of compact crystalline 
rocks is arguable (Li et al. 2020). Additionally, due to the 
lack of highly interlocked grain structures, the particles could 
rotate after bond breakage, which lowers the brittleness of 
simulated rocks (Potyondy and Cundall 2004). Furthermore, 
because particle breakage occurs instantaneously without 
behaving strain-softening characters, the obtained 
magnitudes of AE are generally slightly larger (Hazzard and 
Young 2002). To compound matters, the determination of 
AE duration in PFC relies heavily on the imprecise empirical 
assumptions that each cluster with multiple microcracks is 
regarded as an expanded shear fracture (i.e., the influence 
of tensile fracture is inappropriately ignored) (Hazzard and 
Young 2000).

As an improvement, the combined finite-discrete ele-
ment method (FDEM) (Munjiza et  al. 2013), a state-
of-the-art numerical approach that merges FEM-based 
analysis of continua with DEM-based contact processing 
for discontinua, is superior to both pure FEM and DEM, 
and thus can circumvent the deficiency of the aforemen-
tioned numerical approaches in simulating rock damage 
and failure. The FDEM can explicitly capture the dynamic 
fracturing process of rock masses. Its capability for char-
acterizing rock failure processes from laboratory observa-
tions to engineering applications has been well validated 
in many aspects of rock mechanics in recent years, such 
as blasting (Han et al. 2020b; Wang et al. 2021a), dis-
crete fracture network (Lei and Gao 2018; Lei et al. 2021), 
tunnel excavation (Han et al. 2020a), acoustic emission 
monitoring (Lisjak et al. 2013; Zhao et al. 2014, 2015) 
and multi-physical/field coupling (Yan et al. 2021, 2022). 

Importantly, the seismic energy release can be explicitly 
evaluated in FDEM using quasi-dynamic techniques in the 
progressive fracturing process from continuum to discon-
tinuum. Based on FDEM, Lisjak et al. (2013) proposed 
a means to simulate AE events by calculating the varia-
tion of kinetic energy from local damage to the complete 
breakage of cohesive elements. They investigated the rela-
tionships between the simulated seismicity and the defor-
mation characteristics of a granite sample subjected to uni-
axial compressive loading. On top of the AE simulation in 
FDEM, a non-parametric clustering algorithm is proposed 
by Zhao et al. (2014) to reduce the mesh dependency and 
to obtain more realistic seismic information associated 
with hydraulic fracturing. Recently, Zhao et al. (2023) 
further adopt the energy-based AE simulation to obtain 
a detailed comprehension of shear induced progressive 
damage and the associated seismic activity, and roughly 
evaluated the source mechanism by calculating a weighted 
average of each AE event. However, the energy-based AE 
simulation approach can only provide the distribution of 
AE event magnitude; it is difficult to capture the detailed 
deformation and motion of fracture sources and macro-
fracturing types (Hazzard and Young 2002).

In this work, based on our 2D in-house FDEM code 
– Pamuco (Parallel · multiphysics · coupling), we 
implement a moment tensor-based algorithm to simulate 
AE characteristics associated with fracture propagation 
and coalescence in brittle rocks. This approach not 
only can accurately capture the distribution of AE 
event magnitude, but also has the capability to further 
distinguish AE types and determine the geometric 
state (open or closed) of fractures. To the best of our 
knowledge, this is the first time the moment tensor-
based approach for AE simulation has been realized in 
FDEM. The paper is organized as follows. In Sect.  2, 
we systematically introduce the fundamental principles 
of FDEM. In Sect. 3, by introducing the moment tensor 
theory, the AE model considering the clustering effect 
of microcracks is developed based on FDEM. In Sect. 4, 
we first establish a heterogeneous model to simulate the 
evolution of AE events under uniaxial compressive load, 
and verify the effectiveness of the developed approach 
for capturing the distribution of AE magnitude. Then, 
four typical tests are performed to validate the accuracy 
of the moment tensor-based approach in distinguishing 
the source mechanism of associated microcracks, and we 
revise the traditional criterion to better accommodate the 
identification of the full spectrum of AE source types. 
Following this, by decomposing the moment tensor, we 
investigate the types of macro-fracture containing multiple 
microcracks to demonstrate the appropriateness of the 
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proposed approach for simulating AE on the laboratory 
scale. We also analyze the failure mechanism of the rock 
bridge region between two pre-existing flaws at the end as 
an exemplar application of the implemented AE simulation 
approach. The conclusions are drawn in Sect. 5.

2  Fundamentals of FDEM

In this section, we first introduce the governing equation in 
FDEM. Then, the constitutive laws of cohesive elements 
for fracturing modeling are briefly presented. Finally, the 
contact algorithm between discrete elements is briefly 
introduced.

2.1  Governing Equation

In 2D FDEM models for rocks, the rock matrix is discretized 
into an assembly of triangle finite elements, and explicit 
time integration schemes are adopted to solve the motion 
equations for updating the displacement and velocity of 
nodes at each simulation time step. Generally, the governing 
equation in FDEM can be expressed as (Munjiza 2004)

where M is the mass matrix, C is the damping matrix, x is 
the node displacement vector, and f represents the total force 
vector. The damping matrix is introduced to consume kinetic 
energy for quasi-static equilibrium cases, i.e., the so-called 
dynamic relaxation, which can be calculated by

where η and I are the damping coefficient and identity 
matrices, respectively.

(1)Mẍ + Cx = f,

(2)C = �I,

2.2  Rock Fracturing Modeling

As shown in Fig. 1a, rock failure is a progressive damage 
process where microcracks are first initiated from fracture 
tips, and gradually develop into meso- or macro-fractures. 
To simulate fracture initiation and propagation in rocks, 
four-node zero-thickness cohesive elements are inserted 
between adjacent triangle finite elements before the onset 
of simulation to capture the progressive fracturing process 
(see Fig. 1b, c). The stress of each cohesive element is cal-
culated based on the relative displacement and geometric 
position of its two edges associated with the two neighboring 
finite elements. At present, the fracturing modes of cohesive 
elements mainly consider three types, i.e., Mode I (tensile 
fracturing), Mode II (shear fracturing), and mixed Mode I–II 
(tensile-shear mixed fracturing).

Figure 2 presents the constitutive laws of cohesive element 
for the three fracturing modes, where o and |s| respectively 
represent the relative opening and slipping displacement of 
cohesive element induced by the relative motion of adjacent 
triangular elements; op and sp are the elastic limits of o and 
|s|, respectively; ot and st are the critical values of o and |s|, 
respectively; Ts is the tensile strength of cohesive element; 
c and φ denote the cohesion and internal friction angle of 
cohesive element, respectively. As shown in Fig. 2b, when 
the normal opening o increases to the elastic limits op, the 
normal cohesive stress ( �coh , tensile positive) reaches the 
tensile strength Ts, which marks the damage initiation point 
of cohesive element; as o continues to increase, the cohesive 
element starts to damage, i.e., enters the strain-softening stage, 
and �coh gradually decreases in a nonlinear manner; when o 
reaches the critical (maximum) normal opening ot, i.e., the 
breakage point (complete damage) of cohesive element, a pure 
tensile microcrack will be generated (Mode I). Similarly, as 
presented in Fig. 2c, the shear cohesive stress ( �coh ) reaches 
the critical value ( �coh = c − �coh tan� ) when the tangential 
slipping |s| increases to the elastic limits sp (cohesive damage 

Initial fracture 
zone

Progressive 
fracture zone

 Fracture process 
zone

Process  
zone width

Mode Ⅱ

Mode Ⅰ

Fracture Meso-fracture Micro-fracture(a) (b)

(c)
Damaged cohesive element

Broken Damaged
cohesive elementcohesive element

Constant starin
elastic element

Fig. 1  Fracturing modeling strategy in FDEM. (a) Schematic of frac-
ture process zone (FPZ) development ahead of a fracture tip (modi-
fied from Mohammadnejad et al. 2018). Schematic of FDEM model 

consisting of triangular elements connected by cohesive elements to 
simulate (b) Mode I and (c) Mode II fractures, respectively
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initiation point); in contrast to the normal cohesive stress, �coh 
reaches the residual value at ||−�coh tan�|| rather than zero 
when the normal cohesive stress is negative (compressive); 
the pure shear microcrack (Mode II) is generated when the 
tangential slipping reaches the maximum value st (cohesive 
breakage point). Note that here the Mohr–Coulomb criterion 
is adopted to determine the shear strength (i.e., the peak shear 
stress in Fig. 2c). The cohesive element breakage of mixed 
Mode I-II is determined by the joint effect of normal opening 
and tangential slipping (Fig. 2d). Specifically, the newly 
generated microcrack could be deemed as mixed Mode I-II if 
o and |s| satisfy the condition of

It is worth emphasizing that in the present paper the term 
“microcrack” is specially preserved to denote the breakage 
of a single cohesive element.

The normal and shear cohesive stress ( �coh and �coh ) can 
be, respectively, calculated by Eqs. (4) and (5), which fully 
consider the tensile and shear softening behaviors (Fukuda 
et al. 2019a, b):

Here, olap is the overlap distance of adjacent triangular finite 
elements when o is negative. The function f(D) is crucial to 
characterize the strain-softening behavior of cohesive ele-
ments based on a damage coefficient D (Tatone and Grasselli 
2015), i.e.,

(3)

√√√√(
o − op

ot − op

)2

+

(|s| − sp

st − sp

)2

≥ 1.

(4)𝜎coh =

⎧
⎪⎪⎨⎪⎪⎩

2o

olap
Ts if o < 0�

2o

op
−
�

o

op

�2
�
f (D)Ts if 0 ≤ o ≤ op

f (D)Ts if o > op

,

(5)𝜏coh =

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

f (D)c if 𝜎coh > 0, �s� ≥ sp�
2�s�
sp

−
��s�

sp

�2
�
(f (D)c) if 𝜎coh > 0, 0 < �s� < sp�

2�s�
sp

−
��s�

sp

�2
��
f (D)c − 𝜎coh tan𝜑

�
if 𝜎coh < 0, 0 < �s� < sp

f (D)c − 𝜎coh tan𝜑 if 𝜎coh < 0, �s� ≥ sp

.

(6)
f (D) =

[
1 −

a + b − 1

a + b
exp

(
D

a + cb

(a + b)(1 − a − b)

)]

×
[
a(1 − D) + b(1 − D)c

]
(0 ≤ D ≤ 1),

where a, b and c are intrinsic rock properties that determine 
the shapes of the softening curves shown in Fig. 2b, c. The 
value of D, ranging from 0 to 1, for Mode I, Mode II, and 
mixed Mode I–II can be, respectively, obtained by

and

Generally, the microcrack type can be categorized as 
tensile, shear, or mixed when cohesive element breakage 
occurs. In this work, we define the term “damage type” (Dt), 
ranging from 0 to 1, to characterize the microcrack type by 
normalizing the shear and tensile displacements, i.e.,

where 0 represents pure shear type, 1 represents pure tensile 
type, and others indicate the mixed type. The fracture energy 
Gf1 and Gf2 of Mode I and Mode II are, respectively, given 
by (Fukuda et al. 2019a, b)

and

(7)D =
o − op

ot − op
,

(8)D =
|s| − sp

st − sp
,

(9)D =

√√√√(
o − op

ot − op

)2

+

(|s| − sp

st − sp

)2

.

(10)Dt = max

⎛
⎜⎜⎜⎝

o�
o2 + �s�2

, 0

⎞
⎟⎟⎟⎠
,

(11)Gf1 =

ot

∫
op

�coh(o) do,
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which correspond to the areas under the curves in Fig. 2b 
and c in the softening regions, respectively. Here, Wres is the 
amount of work per area that has been done by the residual 
stress in Mohr–Coulomb shear strength model.

(12)Gf2 +Wres =

st

∫
sp

{
�coh|s|} d|s|,

2.3  Contact Algorithm

The contact algorithm for processing the interaction 
between neighboring finite elements in FDEM involves 
contact detection and contact interaction. The contact 
detection of elements in touch is conducted to determine 
contact couples (the two corresponding elements are 
denoted as contactor and target, respectively) using 
the efficient NBS (non-binary search) algorithm which 
yields a theoretical CPU time proportional to the total 
number of finite elements (Munjiza and Andrews 
1998). After obtaining the contact couples, the contact 
interaction algorithm will be invoked to calculate the 
contact forces. The normal contact force is calculated 
based on the overlap area of contact couples, while the 
tangential contact force is determined by their relative 
slipping displacement; both are performed in a penalty-
based manner. More details regarding the formulations 
of normal and tangential contact forces are available 
in previous works (Munjiza 2004; Munjiza et al. 2011; 
Tatone and Grasselli 2015).

3  Moment Tensor‑Based AE Simulation 
Approach in FDEM

In this section, first, a clustering algorithm is implemented 
to combine multiple microcracks that occurred close in 
space and time as a distinct AE event. Then, we introduce 
the concept of moment tensor to characterize AE events 
in FDEM. Finally, two typical means for distinguishing 
fracture types are presented by decomposing the obtained 
moment tensor. For clear reference, in the subsequent text, 
an AE event indicates a cluster of one or more cohesive 
element breakages (i.e., a cluster of microcracks) that have 
been combined using the clustering algorithm, and the term 
“macro-fracture” denotes the fracture generated associated 
with an AE event.

oTs

op

Fracture 
energy, Gf1

Mode І

sp

Fracture 
energy, Gf2

Mode І

Mode Ⅱ

Mode Ⅰ-Ⅱ

Yielded area

Breakage

Triangular 
element

Cohesive 
element

 Normal stress
 Shear stress

σ coh

τ coh

τ coh

σ coh

Softening
 region

Intact 
region

|-σ tanφ|

Breakage
c

Mode Ⅱ

|s|

(a) (b)

(c) (d) Damage
initiation

σ coh

o t

o

τ coh

|s|
s t

sp

s t

o t

o

op

|s|

o

Softening
 region

Intact 
region

 Damage
initiation

Fig. 2  Constitutive laws of cohesive elements. (a) Assembly of a 
cohesive element. (b) Constitutive of tensile fracturing mode, i.e., 
Mode I. (c) Constitutive of shear fracturing mode, i.e., Mode II. (d) 
Constitutive of mixed fracturing mode, i.e., mixed Mode I–II. Here, 
o and |s| represent the relative opening and slipping displacement of 
a cohesive element, respectively; op and sp are the elastic limits of 
o and |s|, respectively; ot and st are the critical values of o and |s|, 
respectively; Ts is the tensile strength of cohesive element; c and φ 
denote the cohesion and internal friction angle of aa cohesive ele-
ment, respectively; Gf1 and Gf2 are the fracture energy of Mode I and 
II, respectively

T0

T =T -Tu 1 0

T1

T2 T3

T4 T5
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T =T -Tu 5 2

Crack-2

Crack-3
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Fig. 3  (a) Duration time and (b) source area of an AE event. AE-1 
and AE-2 denote the two AE events; Crack-1, Crack-2 and Crack-3 
represent the three involved microcracks (marked in red lines); the 
element edges in the source area of an AE event are marked in green. 

Here, AE-1 only contains Crack-1, and AE-2 consists of Crack-2 and 
Crack-3. Ti represents the damage initiation time or breakage time of 
the cohesive elements related to the three microcracks, and Tu denotes 
the duration time of an AE event
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3.1  Formulations of an AE Event

It is common that an AE event may involve multiple micro-
cracks (Liu et al. 2018; Scholz 2019). To appropriately cap-
ture and define AE events in FDEM, we propose a clustering 
algorithm to combine microcracks that are spatially and tem-
porally connected. Note that a similar clustering algorithm 
has been proposed in previous works using a non-parametric 
Gaussian kernel density estimation (Zhao 2017; Zhao et al. 
2014, 2023). Beforehand, it is necessary to define the basic 
concepts such as duration time and source area of an AE 
event. As illustrated in Fig. 3a, there are three generated 
microcracks, i.e., Crack-1, Crack-2 and Crack-3, and the 
damage initiation time and breakage time of the three cor-
responding cohesive elements are, respectively, indicated 
by the time scale bars presented on the right-hand side. We 
combine the microcracks having spatial connection as well 
as temporal overlap in terms of cohesive softening stage, and 
form two AE events, i.e., AE-1 and AE-2, which, respec-
tively, contain one (Crack-1) and two microcracks (Crack-2 
and Crack-3). For AE-1, its duration time can be obtained 
by the difference between the damage initiation time and the 

breakage time of the cohesive element related to Crack-1, 
i.e., Tu = T1—T0. While for AE-2, since Crack-2 and Crack-3 
emerge successively, the duration time is represented by the 
difference between the damage initiation time of the cohe-
sive element corresponding to the first generated microcrack 
(i.e., Crack-2) and the breakage time of the cohesive element 
corresponding to the last generated microcrack (i.e., Crack-
3), i.e., Tu = T5—T2.

Note that the duration time of an AE event generally spans 
several computation time steps, and we conduct the above 
clustering algorithm in each time step. For convenience, the 
terms “active” and “inactive” are utilized to describe the 
status of an AE event: “active” denotes that one or several 
involved cohesive elements in an AE event are still in the 
softening stage (i.e., have not reached the final breakage 
point yet), and thus other microcracks are still possible to 
be combined into this AE event; “inactive” indicates that 
all the involved cohesive elements of an AE event have 
passed their breakage point and thus no other microcracks 
can be further combined into this AE event, which marks 
the completeness of an AE event. For the example shown in 
Fig. 3a, AE-1 or AE-2 are active during the time T0 and T1, 
and T2 and T5, respectively. The source area of an AE event 
can be demonstrated in Fig. 3b, in which the microcracks 
contained in each AE event are marked in red, the edges 
of the related triangular finite elements in the source area 
of an AE event are marked in green, and those edges are 
connected by common nodes. For example, all finite element 
edges connected to nodes 0 and 1 are regarded as within 
the source area of AE-1; likewise, all finite element edges 
related to nodes 2, 3 and 4 are deemed as located in the 
source area of AE-2.

The determination of the radius of an AE event can still 
be demonstrated based on the two aforementioned AE events 
– AE-1 or AE-2, as is presented in Fig. 4. The center of an 
AE event is determined by the geometric center of all micro-
cracks it contains, which can be calculated by averaging the 
coordinates of all nodes of involved microcracks, i.e.,

1
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10 11
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Fig. 4  The radius of an AE event. Microcracks are marked in red, and 
AE centers are denoted by green dots. AE-1 and AE-2 denote the two 
AE events, in which AE-1 contains one microcrack and AE-2 con-
sists of two microcracks. R1 and R2 are the radii of AE-1 and AE-2, 
respectively
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Fig. 5  Evolution of AE events at four consecutive timestamps: (a) T0. 
(b) T1. (c) T2. (d) T3. Crack-1, Crack-2, Crack-3 and Crack-4 represent 
the four successive microcracks induced by cohesive element break-
age. AE-1, AE-2 and AE-3 denote the three AE events formed based 

on the four microcracks. The microcracks are marked in red, and the 
finite element edges in the source area of AE events are marked in 
green
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where xi and yi (i = 1, 2, …n) are, respectively, the x and y 
coordinates of each node; x and y denote the coordinates 
of AE event center. Then, the radius R of an AE event is 
the maximum distance from the nodes of each involved 
microcrack to the AE event center, i.e.,

Although the center of an AE event is determined by stress 
“glut” (the distribution of inelastic stresses) (Backus 1977), 
this geometrical center calculation approach of AE events 
usually produces satisfactory results (Hazzard and Young 
2002).

We use a specially designed example shown in Fig. 5 to 
illustrate the formation and evolution of AE events in our 
proposed AE simulation approach, where Crack-1, Crack-
2, Crack-3 and Crack-4 represent the four microcracks 
(marked in red) generated successively, and AE-1, AE-2 
and AE-3 denote the three AE events formed based on the 
four microcracks. The edges of finite elements located in 
the source areas of AE events are marked in green. The 
detailed realization of AE event simulation in FDEM using 
the clustering algorithm of connected microcracks is dem-
onstrated as follows:

a. First, the cohesive element corresponding to Crack-1 
reaches the damage initiation point at time T0 (Fig. 5a), 

(13)

⎧⎪⎨⎪⎩

x =
1

n

n∑
i=1

xi

y =
1

n

n∑
i=1

yi

,

(14)R = max
i∈(1,n)

(√(
x − xi

)2
+
(
y − yi

)2)
,

which is deemed as the starting time of AE-1 and the 
status of AE-1 is marked as “active”.

b. As the model evolves to time T1 (Fig. 5b), another two 
cohesive elements corresponding to Crack-2 and Crack-
3, respectively, reach the damage initiation point. Since 
the cohesive element of Crack-2 lies in the source area 
of AE-1, and we assume that the status of AE-1 is 
still active at this time, i.e., the softening stage of this 
cohesive element overlaps that of AE-1, Crack-2 will 
be combined into AE-1. Then the radius and location of 
AE-1 need to be updated accordingly, while its duration 
time (Tu) can only be determined later when the last 
involved cohesive element reaches the breakage point. 
However, the cohesive element of Crack-3 is apparently 
out of the source area of AE-1, and it will be regarded 
as a new AE-2 and marked as “active”.

c. The model then evolves to time T2 (Fig. 5c) when the last 
cohesive element in AE-1 reaches the breakage point. 
The status of AE-1 is changed to “inactive”, and its 
duration time is calculated as Tu = T2 – T0. Meanwhile, 
the moment tensor and magnitude of AE-1 are calculated 
based on the equations shown later in the next section.

d. The model continues to evolve to time T3 when a new 
cohesive element corresponding to Crack-4 reaches the 
damage initiation point (Fig. 5d). Although Crack-4 is 
located in the source area of the previous event AE-1, it 
cannot be combined into AE-1 since the status of AE-1 
is “inactive”. Thus, a new active AE event—AE-3—
needs to be marked. Assuming that the cohesive element 
corresponding to Crack-3 reaches the breakage point at 
a time somewhere between T1 and T3, similar to AE-1, 
the status of AE-2 is supposed to be changed to “inac-
tive” and its moment tensor and magnitude need to be 
calculated at that specific time step.
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Fig. 6  Schematic of moment tensor calculation for AE events con-
taining (a) one microcrack or (b) multiple microcracks. ΔF and L 
denote the vector of node force change and the distance from a node 
to the AE center, respectively. The vector of node force change and 

the distance can be further decomposed into components along the 
x and y axis, which correspond to the components of ΔFik and Lkj in 
Eq. (15)
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In the above example, AE-1 contains two microcracks 
(Crack-1 and Crack-2), while AE-2 and AE-3 only have one 
microcrack (Crack-3 and Crack-4, respectively), i.e., each 
AE event may contain one or more microcracks. In FDEM, 
the clustered microcracks in each AE event are stored in a 
linked list according to their occurrence orders, and the list 
is dynamically updated when new cohesive elements enter 
the softening stage.

3.2  Moment Tensor of an AE Event

The nodal force and location of each node are updated at 
each time step in FDEM. When an AE event is finalized, i.e., 
marked as “inactive”, its moment tensor can be calculated 
based on the changes in nodal forces and node locations of 
each involved cohesive element during the softening stage. 
For example, for an AE event containing only a single 
microcrack (Fig. 6a), when the corresponding cohesive 
element evolves from the damage initiation point to the 
breakage point, the nodal forces of the source triangular 
elements will witness a progressive change. Then, the 
moment tensor of this AE event can be calculated based 
on the changes in node locations and nodal forces using 
(Hazzard and Young 2002)

where ΔFik represents the components of nodal force change 
of each node, which can be obtained by subtracting the nodal 
force at the damage initiation point from the breakage point; 
Lkj is the components of distance measured from each node 
to the AE event center; the subscripts i and j correspond 
to the dimension of the model, i.e., i, j = 1, 2 for 2D cases; 
the subscript k denotes the number of nodes located in the 
source area of AE event. Note that the node force change 
for each cohesive element is recorded when it reaches the 
breakage point. If an AE event contains multiple microc-
racks (e.g., Fig. 6b), we can still calculate the moment ten-
sor using Eq. (15), with the only difference that we need to 
update the AE center using Eq. (13) by considering all the 
involved cohesive elements.

It is worth noting that the definition of AE source area 
has influence on the calculated AE event magnitude, albeit 
the influence is minor according to our comparison (not 
shown here due to space limitation). By considering the 
computational expense, we only take into account the force 
changes on the nodes around the broken cohesive crack 
elements in this work. The influence of various definitions 
of source area on AE magnitude distribution will be reported 
in the future.

Similar to the kinetic energy-based AE simulation 
approach proposed earlier (Hazzard and Young 2000; 
Lisjak et al. 2013), the moment tensor-based AE simulation 

(15)�ij = Δ�ik�kj,

approach implemented here can also effectively characterize 
the AE magnitude. According to the scalar moment, the 
magnitude Mw of an AE event can be estimated by (Hanks 
and Kanamori 1979)

Here (Silver and Jordan 1982)

where mj (j = 1, 2) is the eigenvalue of the moment tensor, 
and M0 is the scalar moment.

3.3  Moment Tensor Decomposition Approaches

In addition to AE event magnitude, the proposed 
technique can also provide more information such 
as the deformation and motion type of AE sources 
by decomposing the obtained moment tensor. Since 
the moment tensor is a symmetric matrix, it can be 
diagonalized and decomposed into the following parts 
(Chong et al. 2017):

where �ISO is the isotropic part (ISO), �CLVD is the 
compensated linear vector dipole (CLVD), and �DC is the 
double-couple (DC) part. In seismology practice, the relative 
scalar factors CISO, CCLVD and CDC of a seismic event are 
utilized to, respectively, quantify the proportion of ISO, DC 
and CLVD parts in the moment tensor (Vavryčuk 2014). 
Here, CISO indicates the isotropic volumetric change in an 
AE source, where positive values represent tensile opening 
and negative represent compressive closure; the CCLVD 
denotes some compensated strain component from an AE 
source, and CDC characterizes the relative motion trend 
from two vector pairs with equal magnitude but opposite 
directions (Martínez-Garzón et al. 2017). The three scalar 
factors are given in 3D space (Vavryčuk 2014)

and

(16)Mw =
2

3
logM0 − 6,

(17)M0 =

√√√√0.5 ×

2∑
j=1

m2
j
,

(18)� = �ISO +�CLVD +�DC,

(19)CISO =
M1 +M2 +M3

||M1 +M2 +M3
|| +M1 −M3

,

(20)CCLVD =
M1 +M3 − 2M2

||M1 +M2 +M3
|| +M1 −M3

,

(21)CDC =
M1 −M3 −

||M1 +M3 − 2M2
||

||M1 +M2 +M3
|| +M1 −M3

,
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where M1, M2 and M3 are the real eigenvalues of the moment 
tensor and we usually define M1 ≥ M2 ≥ M3 . For 2D cases, 
we only have two eigenvalues and the third one is assumed 
zero. Here, the scalar factors CISO, CCLVD and CDC satisfy 
(Vavryčuk 2014)

The CISO and CCLVD range from -1 to 1, and CDC is always 
positive from 0 to 1 (Vavryčuk 2014). Based on CDC, 
an AE event can be classified as having a tensile source 
if CDC < 40%, a mixed source if 40% ≤ CDC ≤ 60%, and a 
shear source if CDC > 60%; particularly, CDC = 0 and 1, 
respectively, correspond to pure tensile and pure shear AE 
source (Ohtsu 1995).

In addition, Feignier and Young (1992) proposed 
another approach to quantify the failure mechanism 
of AE events and distinguish the macro-fracture types 
by decomposing the moment tensor into isotropic and 
deviatoric parts. The variable R, the ratio of the isotropic 
to the deviatoric component of the moment tensor, is given 
by

Here, tr(M) denotes the trace of the moment tensor, i.e., 
tr(M) = ∑mi (i = 1, 2 for 2D cases) and mi represents the 
eigenvalue of the moment tensor; m∗

i
= mi − tr(�)∕2 . The 

R ranges from − 100 to 100: a tensile AE event occurs if 
R > 30, a mixed event (compressive-shear) if R < − 30, and 
a shear event if − 30 ≤ R ≤ 30. Especially, R = 0 and 100, 
respectively, correspond to pure shear and pure tensile (biax-
ial tensile loading) AE sources (Zhang and Zhang 2019). 
Note that R = 50, corresponding to an AE event occurred 
under uniaxial tensile loading, also indicates a pure tensile 
AE source (Zhao et al. 2021). The classification criteria of 
AE source types based on DC and R are sketched in Fig. 7. 
For convenience, the two above-mentioned methods for 

(22)||CISO
|| + ||CCLVD

|| + CDC = 1,

(23)R =
100 × tr(�)

�tr(�)� +∑2

i=1

���m∗
i

���
,

distinguishing AE source types based on CDC component 
and variable R are abbreviated as Cra-DC and Cra-R, respec-
tively. It is also worth mentioning that the mixed AE source 
type which can be directly identified in Cra-DC and Cra-R 
are, respectively, of tensile-shear mixed and compressive-
shear mixed. Hence, we suspect that Cra-DC and Cra-R may 
be incapable of straightforwardly identifying the compres-
sive-shear mixed and tensile-shear mixed AE source types, 
respectively (Jost and Herrmann 1989; Vavryčuk 2014). The 
effectiveness and applicability of these two methods will be 
discussed in Sect. 4.2 based on the proposed moment tensor-
based AE simulation approach in FDEM.

4  Validations and Exemplar Applications

In this section, a heterogeneous rock model is first estab-
lished to verify the effectiveness of the proposed moment 
tensor-based AE simulation approach in FDEM in terms 
of the distribution of AE event magnitude. Subsequently, 
four typical models are performed to validate the accuracy 
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of the proposed AE simulation approach in distinguishing 
AE source types on microscale. Furthermore, the criterion 
for distinguishing fracture types is improved to accom-
modate the identification of the full-spectrum AE source 
types. Finally, based on moment tensor decomposition, we 
discuss the capability of the moment tensor-based approach 
for distinguishing macro-fracture types on laboratory scale, 
and give an exemplar application of the implemented AE 
simulation approach by analyzing the failure mechanism of 
a rock bridge region between two pre-existing flaws in a rock 
specimen subjected to uniaxial compressive loads.

4.1  Validation for AE Magnitude Distribution

To validate the effectiveness of the proposed moment tensor-
based AE simulation approach in capturing AE event magni-
tude, a series of uniaxial compression tests are conducted, in 
which the width and height of the specimen are 54 mm and 
108 mm, respectively (see Fig. 8a). The numerical model 
is discretized into 17,182 unstructured triangular elements 
with a mesh size of 0.95 mm using the Delaunay meshing 
scheme (Fig. 8b), which meets the requirement of mesh size 
for such simulation (Tatone and Grasselli 2015). The axial 
loads are imposed on the specimen through two rigid plat-
ens moving in opposite directions at a constant velocity of 
0.05 m/s. The selection of the loading rate fully considers 
the effect of element size and ensures an acceptable running 
time. Although the loading velocity is larger than that in 
physical experiments, the mechanical response of the speci-
men would not be influenced notably (Mahabadi et al. 2012; 
Tatone and Grasselli 2015).

It should be noted that a pure homogeneous model is 
difficult to produce localized cohesive element breakages 
(i.e., AE events) before axial stress reaches 70–80% of the 
peak axial stress (Lisjak et al. 2013). This may bias the 
distribution of AE event magnitude compared with that of 
physical experiments, given that natural rocks are generally 
heterogeneous. Hence, a heterogeneous model is adopted 
here, similar to that in other AE simulations (Lisjak et al. 
2013; Zhao et al. 2015), in which the rock is composed 
of 71% feldspar, 21% quartz and 8% biotite (see Fig. 8c). 
The physical–mechanical properties of each mineral are 
summarized in Table 1, which has been well calibrated 
in previous literature (Abdelaziz et al. 2018; Lisjak et al. 

Table 1  Mineral properties for uniaxial compression simulations 
(adapted from Abdelaziz et al. 2018; Lisjak et al. 2013)

Input parameters (unit) Feldspar Quartz Biotite

Volume fraction of minerals 71% 21% 8%
Young’s modulus, E (GPa) 56.4 83.1 17.2
Bulk density, ρ (kg/m3) 2600 2600 2700
Poisson’s ratio, ν 0.32 0.07 0.36
Tensile strength, ft (MPa) 5.5 11.4 4.2
Cohesion, c (MPa) 24.2 24.2 24.2
Internal friction angle, φ (°) 51.8 51.8 51.8
Mode I fracture energy, Gf1 (J/m2) 310 907 599
Mode II fracture energy, Gf2 (J/m2) 620 1814 1198
Normal contact penalty, Pn (GPa) 56.4 83.1 17.2
Tangential contact penalty, Ps (GPa) 564 831 172
Cohesive penalty, Pf (GPa) 282 416 86
Sample-platen friction coefficient, k1 (−) 0.1 0.1 0.1
Sample friction coefficient, k2 (−) 0.7 0.7 0.7

(a) (b) (c) (d) (e)Point A Point B Point C Point D

A
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D

-7.5 -6.5-7.5 -6.0 -5.2
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Fig. 9  (a) Axial stress and AE event number versus axial strain. 
The distribution of AE event magnitude at the four loading points 
on the stress–strain curve: (b) point A, (c) point B, (d) point C and 
(e) point D. The corresponding axial stresses at points A, B, C, and 
D (i.e., green dots in a) are 38.25 MPa, 54.84 MPa, 58.85 MPa and 

31.17  MPa, respectively. The size of the dots in b–e denotes the 
radius of AE events, and the color represents the magnitudes (esti-
mated by Eq.  (16)). The throughgoing macroscopic fracture planes 
are highlighted by white dashed lines in Fig. 9d
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2013). To realize the more realistic weak interfaces between 
different minerals, the Mode I fracture energy, Gf1, for the 
interfaces between biotite and feldspar, between biotite and 
quartz, as well as between quartz and feldspar are reduced 
to 0.05, 0.05 and 0.6 J/m2, respectively. Other properties, 
such as the Mode II fracture energy (Gf2), cohesive element 
penalty (Pf), contact penalty (Pn, Ps) and internal friction 
angle (φ) at mineral interfaces are assigned with the 
average values of the two minerals along the two sides of 
the interfaces.

The axial stress and AE event number versus axial strain 
are presented in Fig. 9a. We select four typical turning points 
on the stress–strain curve, i.e., points A, B, C, and D, cor-
responding to the axial stress of 38.25 MPa, 54.84 MPa, 
58.85 MPa and 31.17 MPa, respectively, to demonstrate the 
evolution of simulated AE events. Note that the selection 
of these points is based on the variation on the stress–strain 
curve, where an evident change in the number of gener-
ated AE events can be observed. At point A, i.e., the tran-
sition point of the stress–strain curve from linear to non-
linear, only very few AE events can be observed (Fig. 9b). 
When the axial stress increases to point B, more AE events 
have occurred and more damages have been accumulated 
(Fig. 9c), which results in an apparent nonlinear behavior on 
the stress–strain curve. As the model loaded to peak stress at 
point C, the occurrence of AE events is more frequent due 
to the large number of initiated microcracks. Meanwhile, 
the AE events are pervasively distributed in almost all loca-
tions in the specimen (Fig. 9d). It can be observed that prior 
to the peak stress (e.g., points A to C), the occurrences of 
AE events are mainly induced by the cohesive element 
breakages at weaker interfaces between biotite-feldspar and 
biotite-quartz, which dominates the nonlinear behavior on 
the stress–strain curve. Additionally, the locations of AE 
events are mainly random and no obvious macroscopic frac-
ture plane is formed, in which the magnitude of AE events 
mainly distributes in a range between − 7.5 and − 6.0, indi-
cating that the radiated energy of AE events is relatively 
small before the peak stress. As the axial strain continues 
to increase, the axial stress quickly drops to point D, and 
the number of AE events experiences a sharp surge, which 
manifests a typical failure behavior of brittle rocks. Through-
going macroscopic fracture planes are formed and extended 
from the bottom to both sides of the specimen (see white 
dotted lines in Fig. 9e). It can be seen that AE events with 
large magnitudes (e.g., from − 6.0 to − 5.2) mainly occur 
after the peak stress due to the constant propagation and 
coalescence of microcracks, which is consistent with the 
previous observations (Lisjak et al. 2013; Liu et al. 2018).

To further investigate the relationship between AE mag-
nitude distribution and the axial strain of the specimen, 
the Gutenberg-Richter relation is adopted to estimate the 

frequency-magnitude distribution of the simulated AE 
events, which is given by (Gutenberg and Richter 1942)

where Mw denotes the magnitude of AE event, N is the num-
ber of AE events with a magnitude greater than Mw , and 
a and b are constants. The b value is estimated using the 
maximum likelihood method (MLM) proposed in previous 
works (Aki 1965; He et al. 2018; Woessner and Wiemer 
2005; Zhao et al. 2015). Generally, lower b values repre-
sent high energy dissipation accompanied by faster fracture 
growth (Lisjak et al. 2013; Liu et al. 2018). As presented 
in Fig. 10, the b values at the four points A, B, C and D 
are 2.75, 2.38, 1.81 and 1.15, respectively, i.e., the b value 
gradually decreases with the increase of axial strain, which 
corresponds to the fracturing evolution process from the ini-
tiation and propagation of microcracks to the formation of 
throughgoing macroscopic fracture planes (Liu et al. 2018). 
Specifically, prior to the peak stress, the b value decreases 
linearly from 2.75 to 1.81, and the number of AE events wit-
nesses a steady increase (see Fig. 9a), indicating that a stable 
variation of b value corresponds to the initiation of micro-
cracks. After the peak stress, the b value decreases sharply 
from 1.81 to 1.15, which is consistent with the rapid stress 
drop accompanied by a large number of propagation and 
coalescence of microcracks shown in Fig. 9d. This demon-
strates that the b value can not only characterize the process 
of fracturing and failure of the specimen, but also reflect the 
axial stress–strain responses. We admit that the b value at 
point A is not very meaningful due that only very few AE 

(24)logN
(
> Mw

)
= a − bMw.
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D

Fig. 10  Axial stress and b value versus axial strain. The points A, B, 
C and D correspond to that in Fig. 9a
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events are generated at that moment; however, the b values 
around the peak point (e.g., from point B to D) are mainly 
distributed between 2.38 and 1.15, which are consistent with 
the experimental observations that generally ranging from 
2.4 to 1.1 (Lockner 1993). Additionally, it is worth mention-
ing that if we treat each microcrack (i.e., the breakage of 
each cohesive element) as a separate and distinct AE event, 
i.e., without combining microcracks that are spatially and 
temporally connected as a distinct AE event, the b value 
at point D could be as large as 2.48, which is unreasonably 
larger than that in physical experiments. This manifests the 
necessity and appropriateness of our proposed clustering 
algorithm for more realistic AE simulations.

We further compare the moment tensor-based and energy-
based AE simulation approach in terms of AE magnitude 
distribution for the events generated at loading point D in 
Fig. 9a and present the results in Fig. 11. It can be observed 
that the distribution range of AE magnitude for the energy-
based AE simulation (Fig. 11b) is wider than that of the 
moment tensor-based AE simulation (Fig. 11a). This may be 
caused by the inherent difference between the two methods 
for AE magnitude estimation (Gutenberg 1956; Hanks and 
Kanamori 1979). In FDEM, the strain energy stored in tri-
angular elements can be converted into kinetic, fracture, and 
friction energy. The kinetic energy change is used to capture 
the characteristics of AE events when a new fracture is initi-
ated. However, accurate estimation of stain energy release 
is difficult in FDEM due to the utilization of constant-strain 
triangular elements. Consequently, the distribution range of 
AE magnitude using the two methods is expected to dif-
fer. Fortunately, the AE magnitude obtained from the two 
methods all tends to display power law distributions, which 

indicates the reasonableness of the two methods for captur-
ing the distribution of AE magnitude. Notably, based on 
moment tensor decomposition, the proposed method not 
only inherits the advantage of capturing the spatial–tem-
poral distribution of AE event magnitude, but also provides 
a valuable perspective to quantify and uncover the failure 
mechanism based on moment tensor decomposition.

To compare the influence of AE source area considered in 
AE magnitude calculation, we expand the region of an AE 
source area from the one denoted by the yellow patch shown 
in Fig. 12a to the yellow and green patch shown in Fig. 12b. 
Still based on the AE events generated at loading point D in 
the case shown in Fig. 9, their difference in AE magnitude 
distribution is analyzed. No doubt, the radius of the gener-
ated AE events is larger when the expanded source area is 
used, and the calculated magnitude of AE events is enlarged. 
However, as illustrated in Fig. 13, the distribution ranges 
of AE magnitude obtained using the original source area 
(Fig. 12a) and the expanded source area (Fig. 12b) are very 

(a) (b)

Fig. 11  Frequency and the logarithm of cumulative AE event count as a function of AE magnitude for the AE events generated at loading point 
D in Fig. 9a. (a) Moment tensor-based AE simulation approach. (b) Energy based AE simulation approach (Lisjak et al. 2013)

(a) (b)

Fig. 12  (a) Source area (original AE source area shown in Fig. 4). (b) 
Expanded AE source area
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close, which are − 7.5 to − 5.2 and − 7.4 to − 5.0, respec-
tively. The PDF (Probability Density Function) of AE mag-
nitude using the expanded AE source area is located slightly 
to the right compared to the results using the original AE 
source area. Because of this insignificant difference between 
the results using these two types of AE source areas, also 
considering the computation cost, we currently prefer using 
the original AE source area shown in Fig. 12 in the follow-
ing discussion.

4.2  Validation for Microcrack Types

Since the microcrack (i.e., the breakage of a single cohesive 
element) type can be directly obtained in FDEM simula-
tions, to further validate the effectiveness of our proposed 
moment tensor-based AE simulation technique, four typi-
cal tests, i.e., shear, tensile, tensile-shear and compressive-
shear tests, based on a single cohesive element, are specially 
designed to check the applicability of the two approaches 

Magnitude
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Fig. 13  The distribution of AE magnitude for the events generated at 
loading point D in the case shown in Fig. 9 using different AE source 
areas: (a) source area defined in this manuscript, (b) expanded AE 

source area. (c) PDFs (Probability Density Function) of AE events 
magnitude obtained using the two types of AE source areas

2 
m

m

1 mm

(a) (b) (c) (d) (e)

V =0.1 m/sx1

V =-0.1 m/sx2

x
y

V =0.1 m/sy1

V =-0.1 m/sy2

V =-0.008 m/sx2
V =-0.1 m/sy2

V =0.008 m/sx1

V =0.1 m/sy1Block-1

Block-2
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V =-0.1 m/sx2

V =0.0014 m/sy2

Fig. 14  Models for testing Cra-DC and Cra-R. (a) Model dimensions 
and meshes. (b) Shear test. (c) Tensile test. (d) Tensile-shear test. (e) 
Compressive-shear test. The model consists of two blocks, denoted 

as Block-1 and Block-2, respectively. Vx1, Vy1, and Vx2, Vy2 are the 
velocities of Block-1 and Block-2, respectively, where the subscripts 
‘x’ and ‘y’ denote the coordinate axis
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(i.e., Cra-DC and Cra-R) introduced in Sect. 3.3 for distin-
guishing the full spectrum of AE source types. The dimen-
sions of the testing model are 1 mm × 2 mm (width × height) 
(Fig. 14a). Each model consists of two rock blocks (Block-1 
and Block-2), and each block contains four triangular ele-
ments. We mainly focus on the cohesive element embedded 
between the two blocks. The physical–mechanical properties 
used for the four tests follow those in the previous literature 
(Euser et al. 2019). Here, the velocities imposed on Block-1 
and Block-2 in each test are in opposite directions but with 
the same magnitude, and each generated AE event only con-
tains a single microcrack. To induce pure shear and pure 
tensile cohesive element breakages, a velocity of 0.1 m/s is 
applied on both blocks along the x and y axis, respectively 
(Fig. 14b, c, respectively). For tensile-shear mixed breakage, 
velocities of 0.008 m/s and 0.1 m/s are applied along x and y 
axis, respectively (Fig. 14d). For compressive-shear mixed 
breakage, velocities of 0.1 m/s and 0.0014 m/s are applied 
along x and y axis, respectively (Fig. 14e). The magnitudes 
and directions of the imposed velocities on the two blocks 
are indicated in Fig. 14b–e. Note that the loading velocities 
for the four tests, especially the combinations of the x and y 
velocities in Fig. 14d, e, are carefully selected after a series 
of trial and error, which not only ensure the stability of com-
putation, but also guarantee that the models can generate the 
prescribed AE event types.

The calculated CDC and R values based on the obtained 
AE moment tensor for the four tests are tabulated in Table 2. 
In the pure shear test (Fig. 14b), the calculated CDC and 

R factors are 100% and 0, respectively, validating the pure 
shear-type microcrack (see Fig. 7). In the pure tensile test 
(Fig. 14c), the CDC and R are 0 and 50, respectively, again, 
verifying that the microcrack is of pure tensile type (see 
Fig.  7). Therefore, both methods can adequately deter-
mine pure shear and pure tensile type AE events. For the 
tensile-shear test (Fig. 14d), the CDC is 54.2%, which is 
indeed located within the range of tensile-shear mixed type 
(40% ≤ CDC ≤ 60%); while R = 21.93 only indicates a shear-
type microcrack (− 30 ≤ R ≤ 30). However, since this R value 
is very close to the boundary between shear and tensile type 
(i.e., R = 30), we would instead deem this microcrack to have 
a transitional type between shear and tensile, i.e., a tensile-
shear mixed type. Upon this, although the tensile-shear 
mixed type is not explicitly defined in the original Cra-R 
criterion, we may find an R value ranging around R = 30 for 
the tensile-shear mixed AE type. In the compressive-shear 
test (Fig. 14e), the CDC is 8.33%, which erroneously signifies 
a tensile type microcrack; this also tells that a re-definition 
of compressive-shear AE type in Cra-DC seems impossi-
ble. However, R = -45.83 correctly captures the compres-
sive-shear mixed type. Therefore, this last test demonstrates 
that the Cra-DC fails to identify compressive-shear mixed 
AE event, which verifies our suspicion mentioned earlier in 
Sect. 3.3.

We then change the loading velocities of the two blocks 
in the last two test scenarios shown in Fig. 14d and e to fur-
ther systematically examine the capability of Cra-DC and 
Cra-R for distinguishing mixed AE types such as tensile-
shear and compressive-shear, respectively. For the model 
under tensile-shear loading condition (Fig. 14d), we create a 
series of tests by varying the horizontal velocity in each test 
from 0.002 m/s to 0.020 m/s with an increment of 0.002 m/s, 
while the vertical velocity is fixed at 0.01 m/s, which are 
supposed to generate a transition of AE source type from 
tensile to tensile-shear mixed and then to shear. As can be 

Table 2  Results of the Cra-DC and Cra-R for the four testing models

Methods Shear Tensile Tensile-shear Compressive-shear

Cra-DC (%CDC) 100 0 54.2 8.33
Cra-R (R) 0 50 21.93 − 45.83

V  = 0.1 m/sxV  = 0.1 m/sy

R = 30

(a)  (b)  (c)  

C  = 40%DC

R = 20
C  = 60%DC

Fig. 15  Comparison of Cra-DC and Cra-R with various horizontal 
and vertical velocities. (a) Tensile-shear test with horizontal velocity 
varying from 0.002 m/s to 0.020 m/s. (b) Compressive-shear test with 

vertical velocity varying from 0.0006 m/s to 0.0024 m/s. (c) Corre-
sponding R values with different vertical velocities when CDC reaches 
40% and 60% via tensile-shear tests
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seen from the results presented in Fig. 15a, the resulting CDC 
increases from 16.92 to 71.10% with the increasing horizon-
tal velocity, which adequately captures the prescribed transi-
tion of AE source type; similarly, the R value decreases from 
41.54 to 14.47, which apparently transits from tensile type 
to shear type. To find the appropriate R value range to define 
the tensile-shear mixed AE type in Cra-R, we first evalu-
ate the two R values corresponding to the upper and lower 
boundaries of tensile-shear mixed AE type in Cra-DC (i.e., 
CDC = 60% and 40%) based on the curves shown in Fig. 15a, 
which give R = 20 and 30 roughly, respectively. To further 
verify the boundaries for tensile-shear mixed AE type in 
Cra-R, we continue to perform a series of tensile-shear tests 
using the same model but vary the vertical velocity from 
0.02 m/s to 0.18 m/s with an increment of 0.02 m/s and 
adjust the horizontal velocity accordingly through trial and 
error in order to find the appropriate combination of verti-
cal and horizontal velocities that just generate a CDC value 
of either 60% or 40%. The corresponding R values for these 
tests are presented in Fig. 15c, which are, respectively, 20 
and 30. This confirms that the range of 20 < R ≤ 30 in Cra-R 
could be preserved for tensile-shear mixed AE type, and we 
thus reach an improved version of the previous Cra-R crite-
rion so that it is capable of identifying the full-spectrum AE 
source types (Fig. 16).

For the model subjected to compressive-shear loading 
condition (Fig. 14e), we also conduct a series of tests by 
changing the vertical velocity from 0.0006 m/s to 0.0024 m/s 
with an increment of 0.0002 m/s and fixing the horizontal 
velocity at 0.01 mm/s. Again, selecting these velocities 
can ensure the generation of distinct compressive-shear 
mixed AE events. Here, the vertical velocity is far smaller 
than the horizontal velocity since the compressive-shear 
failure is very sensitive to the vertical velocity. As can be 
seen from the results shown in Fig. 15b, with the increase 
of vertical velocity, the CDC decreases from 36 to 1%, 
which inadequately indicates that the induced AE events 
are all of tensile type; the R decreases from − 32 to − 49, 
which successfully validates that the mixed AE source is of 

compressive-shear type. Again, Cra-DC fails to distinguish 
the compressive-shear AE sources, which is consistent with 
the previous theoretical explanations (Vavryčuk 2014) as 
well as our earlier suspicion mentioned in Sect. 3.3.

From the above analyses, we can conclude that, compared 
with Cra-DC, the Cra-R approach is more versatile for 
distinguishing the full spectrum AE source types. In the 
subsequent sections, we will adopt the improved Cra-R 
criterion illustrated in Fig. 16 to distinguish the macro-
fracture types. As can be seen from Fig. 16, an AE event can 
be classified into four typical types, i.e., compressive-shear 
type if − 100 ≤ R ≤ − 30, shear type if − 30 < R ≤ 20, tensile-
shear type if 20 < R ≤ 30, and tensile type if 30 < R ≤ 100.

4.3  Distinguishment of Macro‑fracture Types

On the basis of the above validation of the implemented 
moment tensor-based AE simulation approach in FDEM 
for AE type identification, we re-employ the uniaxial com-
pression test conducted in Sect. 4.1 to demonstrate further 
the capability of the proposed approach for distinguishing 
macro-fracture types based on the improved Cra-R criterion. 
Here, nine representative AE events are taken from the test 
at the time when the axial stress dropped to 31.17 MPa (i.e., 
point D in Fig. 9a). As presented in Fig. 17a, the nine events 
are successively numbered as AE-i (i = 1, 2, …9) according 
to their first occurrence time, and each AE event contains 
multiple microcracks. The magnitudes of the selected AE 
events are mainly within the range of − 5.6 to − 5.2, and the 
macro-fracture corresponding to each event contains micro-
cracks of different types (see the damage type values of each 
microcrack calculated using Eq. (10) and shown in Fig. 17b).

The number of tensile, mixed and shear microcracks con-
tained in the nine AE events are listed in Table 3, together 
with the R values calculated based on the corresponding AE 
moment tensors. According to the improved Cra-R crite-
rion, we can see that for AE-1, AE-3, AE-7 and AE-8, their 
macro-fracture type is consistent with the dominant micro-
crack type. However, for AE-4 and AE-9, although tensile 

-100 -30 20 30 100

Compressive-shear Shear Tensile-shear Tensile
(-100≤R≤-30) (-30<R≤20) (20<R≤30) (30<R≤100)

Pure compressive
Pure shear
0 Pure tensile50

Uniaxial Biaxial 

Fig. 16  The scale of improved Cra-R criterion for full spectrum AE source type distinguishment
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microcracks are dominant, their macro-fractures are of shear 
type. The opposite occurs for AE-5. Equal number of tensile, 
mixed and shear microcracks are found in AE-6, while the 
corresponding macro-fracture is of tensile type. A similar 
phenomenon can be seen in AE-2. These demonstrate that 
we cannot straightforwardly determine the macro-fracture 

type simply based on the dominant type of microcracks con-
tained in an AE event.

This is not uncommon in practice. Although many efforts 
have been made to investigate the mechanism of tensile and 
shear fractures from laboratory tests to field observations, 
it is still challenging to determine if a macroscopic shear 

-5.6 -5.2-5.5 -5.4 -5.3
Magnitude

AE-4

AE-8
AE-9

AE-7

AE-6

AE-3

AE-1

xx
y

Coordinate
origin 

AE-2

AE-5

Pure 
tensile

Pure 
shear

(a)  (b)  

AE-2 AE-3AE-1

AE-5 AE-6AE-4

AE-8 AE-9AE-7

Fig. 17  Demonstration of the nine selected typical AE events and the corresponding macro-fractures. (a) Location of the nine AE events in the 
rock model. (b) The involved microcracks for each AE event. The coordinate origin is marked by a red dot in Fig. 17a

Table 3  The number of tensile, 
mixed and shear microcracks 
contained in the nine selected 
AE events

*The coordinate origin coincides with the center of the specimen marked by a red dot in Fig. 17a

AE events Coordinates (mm)* Number of microcracks R Macro-fracture type

Tensile Mixed Shear

AE-1 (14.7, 24.2) 1 3 1 − 49.28 Compressive-shear
AE-2 (− 8.7, 48.1) 2 0 2 − 27.11 Shear
AE-3 (26.2, − 32.5) 4 1 1 58.70 Tensile
AE-4 (14.3, − 18.2) 3 1 1 8.89 Shear
AE-5 (16.2, − 10.7) 1 2 3 49.52 Tensile
AE-6 (− 34.2, − 51.0) 2 2 2 46.01 Tensile
AE-7 (− 26.3, − 27.2) 4 1 1 48.65 Tensile
AE-8 (− 24.0, − 2.3) 4 0 0 56.66 Tensile
AE-9 (− 16.2, 1.1) 4 2 0 − 8.82 Shear
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fracture involves only a shear mechanism or a combination 
of tensile and shear (Einstein 2021). Tensile fractures have 
similar problems. Wong and Einstein (2009) observed that 
the initiation region of a shear band consists of multiple 
vertically oriented tensile microcracks, which are almost 
parallel to the vertical loading direction. Furthermore, shear 
localization in granites results from the evolution of local 
tensile cracks (Doz and Riera 2000). This indicates that the 
shear-type macro-fracture may consist of both tensile and 
shear microcracks, and thus demonstrates that our newly 
implemented AE simulation approach in FDEM based on 
moment tensor provides an effective technique to explore 
the source type of macro-fractures. In the next section, 
by analyzing the evolution of macro-fractures in a bridge 
region between two pre-existing flaws in a rock specimen, 
we further demonstrate the advantage of the moment tensor-
based AE simulation approach in rock mechanics.

4.4  Failure Mechanism in Rock Bridge Region

To apply the moment tensor-based AE simulation approach, 
we establish a numerical model in FDEM to analyze the 
failure mechanism in a rock bridge region of two pre-
existing flaws through laboratory-scale uniaxial compres-
sion tests similar to that in Wong and Einstein (2009). We 
first conduct a series of regular uniaxial compression and 
Brazilian tension tests in FDEM to explore the appropriate 
input mechanical parameters that guarantee the consistency 
of material behavior in our simulations with the existing 
laboratory tests (Wong and Einstein 2009). Both types of 
tests use the same models presented in Fig. 18: for the uni-
axial compression tests, the model geometry H and W are, 

respectively, 152 mm and 76 mm; for the Brazilian tension 
tests, the model diameter is D = 76 mm. Axial compression 
loads are imposed on the top and bottom of each specimen 
through two rigid platens moving in opposite directions at a 
constant velocity of 0.05 m/s. The nominal element size is 
set as 1.2 mm, and the unstructured Delaunay triangulation 
mesh scheme is utilized (see Fig. 18). Note that the simula-
tion material is considered to be homogeneous, isotropic, 
and under plane stress conditions to avoid additional influ-
encing factors on AE generation. As shown in Fig. 19, the 
compressive strength (σc) and tensile strength (σt) for the 
two models are 33.65 MPa and 3.26 MPa respectively, which 
matches the reported experimental value of 33.85 MPa and 
3.2 MPa (Wong and Einstein 2009). This parameter calibra-
tion forms the basis for further investigation of the failure 
mechanism using the implemented AE simulation approach. 
The final reached model input parameters for the uniaxial 
compression tests with pre-existing flaws are tabulated in 
Table 4. More details on parameter calibration can be found 
in previous works (Deng et al. 2021; Liu and Deng 2019; 
Tatone and Grasselli 2015).

The model for the uniaxial compression tests with pre-
existing flaws is presented in Fig. 20, which has dimensions 
of 76 mm × 152 mm (width × height), and contains two 
16 mm long pre-existing flaws with the same inclination 
angle α = 45° (counted anticlockwise from the right). The 
distance between the center of the two pre-existing flaws is 
d = 10 mm, and the rock bridge region is marked by a green 
patch. Note that the loading velocity and element size are 
identical to the two tests mentioned above. Again, we select 
four loading points on the stress–strain curve, i.e., points A, 
B, C, and D shown in Fig. 21a, corresponding to the axial 

v/2 = 0.05 m/sLoading 
platen

W

H

v/2 = 0.05 m/s

(a)

x
y D

v/2 = 0.05 m/s
(b)

Loading platen
v/2 = 0.05 m/s

Fig. 18  Geometrical and numerical models for tests of (a) uniaxial compression (b) Brazilian tension. The model geometry H and W for uniaxial 
compression test are, respectively, 152 mm and 76 mm; the model diameter for the Brazilian tension tests is D = 76 mm
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stress of 3.55 MPa, 10.26 MPa, 12.69 MPa and 8.3 MPa, 
respectively, to investigate the evolution of macro-fracture 
types.

The results presented in Fig. 21b demonstrate that wing 
cracks are initiated from the tips of pre-existing flaws when 
the axial stress reaches point A. Only three AE events 
are generated in the rock bridge region. According to the 
improved Cra-R criterion, the corresponding AE event 
types (i.e., macro-fracture type) are mainly tensile and ten-
sile-shear (Fig. 22a). This is consistent with the dominant 
microcrack type indicated by the damage value distributions 
(Fig. 22a), demonstrating that wing cracks are essentially 

tensile from both macro and micro perspectives. When the 
axial stress increases to point B, the stress–strain curve 
exhibits fluctuations, and wing cracks continue propagat-
ing along the maximum principal stress (Fig. 21c). Mean-
while, the crack coalescence accompanied by macroscopic 
shear and tensile types is observed in the rock bridge region 
(Fig. 22b). When the axial stress reaches the peak at point 
C (Fig. 21d), some microcracks continue to be generated 
in the rock bridge region, while only two new AE events 
are generated (Fig. 22c). Interestingly, the macro-fracture of 
compressive-shear first occurs in the rock bridge region, and 
the number of compressive-shear and shear macro-fractures 

(a)

σ  = 3.26 MPat

(b)

0.0 1.00.5
DamageType

σ  = 3.26 MPat

0.0 1.00.5
DamageType

σ  = 33.65 MPac

Fig. 19  Results of the (a) uniaxial compression and (b) Brazilian tension tests for parameter calibration. The compressive and tensile strength 
are presented by σc and σt, respectively

Table 4  Input parameters in FDEM simulations for uniaxial compres-
sion tests with pre-existing flaws

Input parameters Values

Young’s modulus, E (GPa) 5.96
Bulk density, ρ (kg/m3) 1540
Poisson’s ratio, ν 0.15
Viscous damping coefficient, η (kg/m·s) 3400
Tensile strength, ft (MPa) 3.2
Cohesion, c (MPa) 15.2
Internal friction angle, φ (°) 30
Mode I fracture energy, Gf1 (J/m2) 5
Mode II fracture energy, Gf2 (J/m2) 20
Normal contact penalty, Pn (GPa) 596
Tangential contact penalty, Ps (GPa) 596
Cohesive penalty, Pf (GPa) 596
Sample-plate friction coefficient, k1 (−) 0.1
Sample friction coefficient, k2 (−) 0.7

76 mm

15
2 

m
m

(a)

Pre-existing
flaw: 16 mm

(b)

Rock bridge 
region

α
d

Fig. 20  The uniaxial compression test model with two pre-existing 
parallel flaws. (a) Model geometry. (b) Mesh. The α is the inclination 
angle of the pre-existing flaws (counted anticlockwise from the right). 
The distance between the tips of two pre-existing flaws is d = 10 mm, 
and the rock bridge region is marked by a green patch
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is around half of the total number of AE events, although 
the tensile microcracks dominate. As the axial stress drops 
to point D (Fig. 21e), tensile microcracks also contribute to 
the significant increase of total microcracks, while the num-
ber of compressive-shear fracturing continues to increase 
(Fig. 22d).

Before the peak stress point C, the number of AE number 
increases stalely, and the initiation and propagation of wing 
cracks (i.e., tensile cracks) dominate the fracturing around the 
rock bridge region. For the fracture process from Point C to D, 
the failure mechanism in the rock bridge region becomes more 
complex, which consists of four macro-fracture types. Notably, 
the macro-fractures of shear or compressive-shear increase, 
although the number of tensile microcracks still dominates 
(~ 70–75%). Consequently, the shear band region around the 
rock bridge may be induced by the tensile microcracks when 
crack coalescence occurs after the peak stress.

5  Conclusions

In this study, we have implemented a moment tensor-based 
AE simulation approach in FDEM considering the clustering 
of microcracks occurred close in space and time to investi-
gate the rock fracturing procedure and the associated seismic 
behavior. The technique can not only accurately capture the 
distribution of AE event magnitude, but also effectively dis-
tinguish the type of the corresponding fractures and quantify 
the rock failure mechanism.

The capability of the AE simulation approach in captur-
ing the distribution of AE event magnitude is firstly verified 
by establishing a heterogeneous rock model under uniaxial 
compressive load. We observe that the distribution of AE 
magnitude and the variation of b value are consistent with 
the axial stress–strain responses, which are also similar to 

previous laboratory experiments. Specifically, prior to the 
axial peak stress, the number of AE events and the b value 
witness a steady increase and decrease, respectively, which 
corresponds to the nonlinear behavior of the stress–strain 
curve; the AE events of lower magnitude are randomly dis-
tributed in the specimen, and only the initiation of scattered 
microcracks is occurred, which leads to a continuous accu-
mulation of strain energy. After the peak stress, the number 
of AE events and the b value show a sharp increase and 
decrease, respectively, which is accompanied by the propa-
gation and coalescence of microcracks and the formation 
of throughgoing macro-fractures. Therefore, a combined 
analysis of AE magnitude and stress–strain responses may 
enhance the understanding of the progressive fracturing pro-
cess in rocks.

By performing four microscale tests based on the break-
age of a single cohesive element, the effectiveness of the 
moment tensor-based approach for distinguishing the source 
mechanism of AE event is validated, and the advantages and 
disadvantages of the pre-existing methods in distinguishing 
fracture types are compared. Then, based on our results, we 
revise the Cra-R criterion to better accommodate the tensile-
shear fracture type, and thus reach an improved version of 
Cra-R criterion so that it is capable of distinguishing the full 
spectrum of AE source types (i.e., compressive-shear, shear, 
tensile-shear and tensile types). In addition, we have selected 
nine typical AE events formed in the uniaxial compression 
test and analyzed the macro-fracture types using the revised 
Cra-R criterion. The approach can accurately capture the 
type of macro-fracture regardless of the complex types of 
microcracks it contains, which demonstrates the capability 
of the proposed moment tensor approach for distinguish-
ing macro-fracture types. Notably, we have found that the 
macro-fracture type cannot be straightforwardly determined 
based on the dominant type of microcracks contained in an 

0.0 1.00.5
DamageType

(b) (c) (d) (e)Point A Point B Point C Point D(a)

A

B
C

D

Fig. 21  Axial stress and AE event number versus axial strain. Crack 
propagation and coalescence at the four loading points on the stress–
strain curve shown in a: (b) point A, (c) point B, (d) point C and (e) 

point D. The corresponding axial stresses at points A, B, C, and D 
are, respectively, 3.55 MPa, 10.26 MPa, 12.69 MPa and 8.3 MPa
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AE event. Through an exemplar application by analyzing 
the failure mechanism in a bridge region of two pre-existing 
flaws in a rock specimen, we demonstrate that the moment 
tensor-based AE simulation technique implemented in 
FDEM, together with our improved Cra-R criterion, may 
provide a new perspective to reveal the failure mechanism 
of fractures in rocks. The simulation results reveal that wing 
cracks are essentially tensile from both macro and micro 
perspectives, and the shear band region around the rock 
bridge may be induced by the tensile microcracks from a 
microscopic perspective. Additional work, including the 
implementation and comparison of different AE simulation 

approaches, as well as their extensions to 3D models, will 
be reported in the near future.
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denotes the types of microcrack, i.e., 0 represents pure shear type, 

1 represents pure tensile type, and others are of mixed type, which 
has been defined in Sect. 2.2. The R value indicates the types of AE 
events, which has been defined in Fig. 16
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